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Abstract

As the Large Hadron Collider is shut down for its second upgrade period, the ALICE col-
laboration has been performing upgrades on detectors and computing systems. Electronics
for T0+ were assembled and tested and will be in use in the ALICE cavern during Run
3 of the LHC. Simulations of T0+ will be used to better reconstruct tracks, account for
background contributions, and improve multiplicity and centrality resolution of the Fast In-
teraction Trigger. Some examples of future work based on this project are given at the end
of the manuscript, including hardware and software tasks that will introduce students to
high-energy physics in an impactful and lasting learning experience.
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Chapter 1

Introduction

1.1 Quantum Chromodynamics

Relativistic deep-inelastic collisions of large ions produce high-energy interactions that allow
for studies of High Energy Density (HED) matter. HED matter studied at ALICE from
p-p, Pb-Pb, and Xe-Xe collisions is a mess of standard model particles called the Quark-
Gluon Plasma (QGP). QGP is a medium of strongly-interacting particles that can reach
temperatures higher than 1012 Kelvin, where the energy density is so high that interactions
produce quarks that are asymptotically free. This is in the perturbative domain of quantum
chromodynamics (QCD) because quarks and gluons are separated by short distances and
have large exchanges of momentum, reducing the effect of gluonic self-interactions. As the
QGP expands, the energy density reduces and asymptotic freedom is no longer an appropriate
approximation. Hadrons in the QGP interact to form baryons and mesons during cooling,
a process referred to as rehadronization. The newly formed quark matter expands and
produces jets that lose energy as they interact with the QGP. The energy loss of the jets
as they traverse the QGP is known as jet quenching, and studying this process is critical
to understanding the gaps between perturbative and lattice QCD [1]. Heavy ion collision
experiments are at the frontier of the high-energy region of the phase space for QGP. Fig.
1.1, from [2], shows the phase diagram for QGP in terms of the Baryochemical Potential µB

and the Temperature.
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Figure 1.1: Phase diagram for the Quark-Gluon Plasma. Accelerator experiments with
heavy ions allow for the exploration of the phase transitions between Hadron Gas and QGP.
1 MeV∼ 1010K [2]

1.2 CERN Large Hadron Collider

Figure 1.2: Accelerator complex at CERN Large Hadron Collider [3]

The European Council for Nuclear Research (CERN) is one of the largest scientific organiza-
tions in the world, where scientists are engaged in the study of the fundamental constituents
of the universe. This exploration of the smallest length and time scales is done using the
most advanced technology available. CERN’s Large Hadron Collider hosts a collection of
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accelerator-based experiments that study the way particles interact at very high energies,
which gives us clues about the fundamental laws of physics.

The Large Hadron Collider (LHC) is a 27 km ring of superconducting magnets and
accelerating cavities first turned on in September 2008. Particle bunches are accelerated in
opposite directions and countercirculate around the ring at energies of up to 7 TeV, guided
by magnets cooled to near 1 Kelvin using liquid helium, far colder than space. The particles
are then directed to one of four main experiments on the LHC: ALICE, ATLAS, CMS, and
LHCb. Each experiment has a detector-based tracking system that measures information
about collisions such as the energy, position, transverse momentum of produced particles,
and the centrality and multiplicity of collision events. The LHC accelerator complex is shown
in Fig. 1.2.

CERN uses the data collected by these experiments to search for new interactions and
particles like the Higgs boson, discovered in 2012 [4]. The data throughput of the LHC is
huge; thousands of scientists spend months to years analyzing the data produced by the
experiments at the LHC, often to reduce the parameter space of a proposed interaction
mode, or to discover and test completely new physics.

Currently, the LHC is in its second Long Shutdown (LS2), where scientists upgrade and
replace many of the accelerator and detector components. LHC Run 3 will begin in 2021
and continue until 2025. The long term schedule for the LHC is shown in Fig. 1.3.

Figure 1.3: Long term schedule for LHC from 2019 through 2036 [5].

4



1.3. A LARGE ION COLLIDER EXPERIMENT CHAPTER 1. INTRODUCTION

1.3 A Large Ion Collider Experiment

Figure 1.4: Schematic cross-sectional view of the ALICE detector system [6]

ALICE is one of the four main experiments at the LHC. A diagram of the upgraded AL-
ICE detector is shown in Figure 1.4 [6]. ALICE studies the QGP and strong interactions
by detecting and tracking partons, measuring centrality, multiplicity, and energy of colli-
sions. Tracking jets and rehadronization processes as they occur in the detector is incredibly
difficult, but we observe the outcome of these processes using a variety of detectors includ-
ing gaseous drift chambers, Cherenkov photomultipliers, scintillators, pixel trackers, and
calorimeters. ALICE sites inside the L3 solenoidal magnet, the largest normal-conducting
magnet in the world, with modest uniform 0.25 T field over the full central detector barrel.
This experiment is at the intersection of advanced technologies and impressive engineering
feats.

1.4 ALICE Fast Interaction Trigger

Hardware triggers based on event multiplicity, transverse momentum, and calorimeter energy
provide event selectivity that allows sampling of the full luminosity of particle beams that
collide at ALICE. To study the QGP, event selection requires a minimum bias trigger. In
ALICE, the detector that will provide this trigger for Run 3 and beyond, is called FIT,
the Fast Interaction Trigger detector. FIT is a system of detectors that measure the key
parameters to determine whether a signal that we pick up is worth tracking; if the appropriate
combination of multiplicity, energy, location, time, and transverse momentum are measured,
FIT sends a signal to other detectors in ALICE to begin data acquisition (DAQ). Fig. 1.5
shows two of the subdetectors within FIT as they are positioned in ALICE [7].
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Figure 1.5: Fast Interaction Trigger positioned inside ALICE, shown in perspective view
(left) and in component view (right) [7]

1.5 Online-Offline Computing System

During LHC Run 3, ALICE is expecting an integrated luminosity of 13 nb−1 of Pb-Pb
collisions in minimum bias mode, with an interaction rate of approximately 50 kHz. To
capture maximal information, some detector systems are being upgraded for continuous
readout to prevent trigger deadtime losses due to event pileup. This increases the data
throughput of ALICE up to the order of TB/s, corresponding to a data volume two orders
of magnitude greater than Run 1. ALICE has introduced a new computing framework, O2,
which is composed of optimized software and large computing facilities that are designed
specifically for detection and analysis of physics events [8].

Continuous readout of some detectors is a drastic difference from previous techniques.
Data collection is achieved with many constant data streams to the computing system. Data
flows will be separated into Time Frames, regular intervals synchronized with the LHC clock.
Because the data are local and independent the triggering process can be performed with
parallel computing. This allows for the simultaneous DAQ and processing, which is very
useful for data volume reduction. Results are stored in Tier 0 of the CERN data center or
in the O2 farm. These results are further processed later using resources from the CERN
Computing Grid and are available for analysis to anyone with access to the Grid. Fig 1.6
shows the flow of data from detector to the grid, along with the iterated compression and
reconstruction of data.
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Figure 1.6: Diagram of the data flow from the ALICE detectors through the O2 computing
system. Compression and reconstruction are iterated until both data size and quality are
optimized [8]
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Chapter 2

The FIT T0+ (FT0) Detector

The Fast Interaction Trigger is a detector system that measures the fundamental experimen-
tal parameters for analyzing particle interactions in ALICE: FIT measures the location and
time of interactions, as well as multiplicity and centrality. These parameters are measured
using scintillators and Cherenkov detectors. The logo for the FIT detector is shown, with
its three subsystems, the Forward Diffraction Detector (FDD), the FV0, which measures
centrality, and the FT0, in Figure 2.1. FIT T0+ (FT0) is a Cherenkov detector composed
of quartz crystal radiators and photomultipliers; it measures the location and energy of par-
ticles that pass through the crystals. When signals are detected on multiple channels of the
detector within a specified time interval, they trigger a signal that initiates data acquisition
on other detector systems. This is called a coincidence measurement, and is the first data
required in event reconstruction [9].

Figure 2.1: Logo for the Fast Interaction Trigger, showing the FDD, FT0, and FV0 detectors.

2.1 FT0 Hardware

T0+ is a Cherenkov detector that consists of two sub-detectors, the A-side (FT0-A) and
C-side (FT0-C). These detectors sit on opposite ends of the interaction point to increase the
precision of measurements on interactions that have low transverse momenta. FT0-A, shown
in Figure 2.2, has twenty-four photomultipliers, each with four separate channels. FT0-C

8



2.1. FT0 HARDWARE CHAPTER 2. THE FIT T0+ (FT0) DETECTOR

has twenty-eight photomultipliers, which are angled toward the beamline. Together, these
Cherenkov detectors are used to measure important beam characteristics and trigger DAQ
on other detectors in ALICE. The full FIT detector layout is shown in Figure 2.3.

Figure 2.2: Structure of the FIT T0+ A-side, with 96 channels across 24 detector modules
[10].

Figure 2.3: The full FIT detector shown in schematic view, including FT0, FV0, and FDD.
A-side and C-side are on opposite sides of the nominal interaction point, indicated by the
tiny explosion [11].
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2.1.1 Micro-Channel Plate Photomultiplier Tubes

FT0 measures the location and energy of particles using a Cherenkov radiative quartz mate-
rial coupled to a photomultiplier (PMT). Fast moving particles produce Cherenkov radiation
within the quartz, which then hits the photocathode of the PMT. In a traditional PMT, the
photoelectrons ejected from the photocathode are accelerated toward metal plates called
dynodes, which release more electrons. The acceleration and electron amplification is re-
peated across high potential differences until there are enough electrons to measure with a
picoammeter. Because of this acceleration and amplification process, PMTs require high-
voltage, on the order of kV. Micro-Channel Plate Photomultipliers (MCP-PMT) differ from
regular photomultipliers in that they do not have discrete dynodes, instead having thin glass
plates with many holes with diameter 1-100µm. MCP-PMTs are required in ALICE because
of their minimal gain loss in strong magnetic fields. Having multiple anodes that read the
current passing through provides better spatial resolution, which is why the FT0 MCP-PMT
modules are each subdivided into four smaller area channels. The electronics for the FIT T0
MCP-PMTs are shown in Fig. 2.4.

Figure 2.4: Schematic for the MCP-PMTs used for the FIT T0+ Cherenkov detector [12].

2.1.2 High-Voltage Power Electronics for MCP-PMTs

HV PMT Electronics MCP-PMTs require large potential differences to create a measurable
current from a photon that hits the photocathode. However, if the voltage is too high, then
the signal can become saturated, and the resolution of the detector is compromised. Fig. 2.4
shows a schematic view of the MCP-PMTs in FIT. Each PMT is equipped with a voltage
divider circuit that takes in a voltage of ∼2 kV, and supplies voltage to three of the elements
in board one: the photocathode, and both sides of the micro-channel plate. The assembly
of the HV power electronics was done in summer of 2019 at the FIT lab at CERN. This
includes adding coaxial LEMO connectors to the HV cables and securing the cables to the
power board (Board 3 in Fig. 2.4). The assembled power electronics are shown in Fig. 2.5.
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Figure 2.5: HV power electronics for MCP-PMT in FT0-A.

2.2 MCP-PMT Testing at CERN

During LS2, the FIT collaboration has been working on the upgrades to the hardware for
FT0, investigating the resolution, crosstalk, and trigger efficiency of the detector. The
MCP-PMTs shown in Fig 2.4, which are split into four channels, must be tested for optimal
performance. To test the most important aspects of MCP-PMT performance, laser pulses
are sent to the MCPs to measure the response. The pulses are produced by a laser, then split
to have a reference signal. The reference signal is measured by a traditional PMT with well
known characteristics. The test signal is sent to one of the FT0 MCPs. By comparing the
output current spikes from the reference and the test MCPs, we can test the performance of
the MCP-PMTs as they are shipped from Photonis. A photo of the testing apparatus for
individual MCPs is shown in Figure 2.6 while two different views of the the FT0-C detector
test assembly are shown in Figure 2.7. Oscilloscope traces from the reference PMT and an
MCP being tested are shown in Figure 2.8.
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Figure 2.6: MCP-PMT testing apparatus at the ALICE FIT Lab. Laser pulser, HV power
supply, oscilloscope, function generator, isolating aluminum frame for light-tight data col-
lection.

(a) FT0-C test assembly for MCP-PMTs in
the FIT Lab.

(b) Side view of FT0-C test assembly, show-
ing the Aluminum support structure that
holds the quartz radiators and MCP-PMTs.

Figure 2.7: FT0-C in the FIT lab for MCP-PMT testing.
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Figure 2.8: Oscilloscope trace of a current spike from a reference MCP (yellow) and the test
MCP (pink).
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Chapter 3

O2 Simulations of FT0-A

The ALICE Online-Offline Computing System O2 has built-in simulation capabilities which
include the generation of events and the transport of particles from the primary vertex.
Using the FIT detector geometry in a simulation, we can determine the number of particles
that can be detected using FIT sensitive components, and the number of secondary particles
that contribute to the noise of other detectors. O2 handles simulation data very similarly to
true event data in the form of digits, which only keep the location and energy deposition in
the detector channel. Using this information, simulations can be used to inform live track
reconstruction, background estimation, and particle identification.

3.1 Monte Carlo Event Simulations and Detector Ge-

ometry

Simulations of particle physics interactions consist of three main components of simulation:
event generation, particle transport, digitization. These elements of simulation are supported
by specialized software that is optimized for each task. Monte Carlo simulations use com-
putational approaches for randomized independent events; the inherent statistical nature of
the events is evinced by the experimentally determined probability distribution functions,
which are sampled randomly for each event.

3.1.1 Event Generation

Particles in the LHC are circulated in ”bunches”, which have a wide distribution of mo-
mentum and rapidity. To simulate the stochastic nature of events in ALICE, O2 uses a
Monte Carlo event generator such as PYTHIA for p-p collisions [13] or HIJING for Pb-Pb
collisions [14], and others for testing different kinds of physics.

3.1.2 Particle Transport

Particle transport is important for the next step in simulation. After an event is generated,
particles are propagated away from the interaction point using experimentally determined
probability distributions to simulate the passage of generated particles through the detector,
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modeling their energy loss in the material description of the detector. To do this we need
a geometric description of the detector. Particle transport must be optimized to handle the
high volume of data produced by the particles as they pass through the detector description,
which is achieved using the GEANT4 (for GEometry ANd Tracking) package [15]. GEANT4
has a multi-threading library that satisfies the O2 speed requirements. Along with high par-
ticle transport efficiency, GEANT4 has compatibility with ROOT [16] geometry capabilities
that allow for construction of the ALICE detector geometry in simulation. Figure 3.1 shows
the LHC Run 1 ALICE detector rendered in GEANT4 using the ROOT geometry package.
GEANT4 helps to accurately track which of the detectors are hit, which materials a particle
travels through, and how much energy is deposited at each step of the transport process.
All of this information can be packaged into composite signals that mimic the information
that would be provided in a real detector operating in beam. For this project, the FT0-A
support structure geometry has been implemented and will be described in the next section.

3.1.3 Digitization and Reconstruction

As particles are propagated through detector geometry, interactions that deposit energy
into a material are considered hits. Hits are implemented to contain all information from
the interactions, acting as Maxwell’s Demon [17] with a ledger of all vertices and branches
that precede the hit. This information is convolved with the granularity, live-time, signal
shape, and ADC characteristics of the electronics used in detector hardware, which comes
from experimental hardware tests and is included in the simulation implementation. Using
information from the hits and detector fidelity tests, digits are computed. Digits contain
the same information as real experimental signals and can be used to reconstruct tracks
left in the detectors. This is done by comparing reconstructed tracks using the digits and
experimental data, then matching reconstructed tracks with the simulated hits.

Figure 3.1: RUN 1 ALICE detector geometry implemented in Geant4 [18]
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3.2 FT0-A Aluminum Support Structure O2 Implemen-

tation

CAD drawings of the final design for the FIT FT0-A support structure, shown in Figure
3.2, were completed in summer of 2019, and the support structure needed to be included in
the simulation geometry. Using ROOT’s geometry description software, the structure was
implemented into the O2 FT0 class, and is now included in simulations of FT0. Figure 3.3
shows the description of the detector component labeling scheme for FT0-A and FT0-C.

Figure 3.2: CAD drawing of Aluminum support structure for FT0-A.

Figure 3.3: Aluminum support structure for FT0 A and C sides. Cells are enumerated by
row and column.
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3.3 Results and Discussion

After the FT0-A detector geometry was completed, a set of simulations of the sensitive
components and the support structure for the FT0-A were run, using PYTHIA [13] in O2.
Figure 3.4 shows the geometry of the sensitive components of the A-side detector, including
the Cherenkov radiative crystals (Top) and MCP-PMTs (Bottom), coupled with optical
grease. Figure 3.5 shows the location of all simulated hits in those sensitive components, as
determined by the particle transport process in GEANT4. The next steps in this analysis
include investigating the secondary particles produced in this simulation and evaluating their
contribution to the noise in other detectors. This future work is described in Chapter 4.

Figure 3.4: Sensitive components for FT0-A. This includes the Cherenkov radiative crystals
(Top) and MCP-PMTs (Bottom), coupled with optical grease
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Chapter 4

Summary and Conclusion

The CERN LHC Long Shutdown 2 is a scheduled maintenance and upgrade period for each
of the experiments and the accelerator ring. During this period, the ALICE collaboration has
been working on major upgrades, including the development of the Fast Interaction Trigger
(FIT) detector. These upgrades include increased detector acceptance and resolution, as well
as enhanced simulation capabilities using the O2 Computing System. For this project, both
hardware and software tasks in support of the FIT detector upgrade have been completed.

Chapter 2 includes a summary of the FIT hardware, with an emphasis on the electronics
of FIT T0+ (FT0). FT0 is a Cherenkov detector composed of quartz radiators and Micro-
channel plate photomultipliers (MCP-PMTs) to detect particles from the interaction zone
early enough to signal data acquisition in the rest of ALICE. In the summer of 2019, high
voltage electronics were assembled and tested in the ALICE FIT lab. Testing was done using
a pulsed laser, which was split between a test MCP-PMT and a reference traditional PMT.
By measuring the response of each MCP, the appropriate driving voltages and wiring order
was determined. Logging these tests is useful because each MCP measures independently, so
the crosstalk between channels is important to characterize. These components have been
assembled into a complete detector and will supply trigger signals to ALICE during LHC
Run 3.

Chapter 3 provides an overview of the software written to include an Aluminum support
structure for FT0-A in simulations. This is useful for determining how the support structure
will affect detector resolution and backgrounds. The software was implemented within the
ALICE O2 framework, an upgrade to the full ALICE data acquisition and reconstruction
software that was necessary to handle the increased luminosity and data volumes expected
in LHC Run 3. The geometry of the support structure was translated from CAD drawings
into a geometrical description within ROOT. An example analysis is given in Chapter 3,
including a histogram of the hits generated in the FT0-A sensitive components.

4.1 Outlook and Future Work

This thesis lays the groundwork for future Cal Poly Senior Projects, with opportunities ex-
tending in both hardware and software. Having assembled and tested the MCP-PMTs used
in ALICE, the description of FIT hardware in Chapter 2 can be used to develop an intro-
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ductory physics experiment: students can develop a testing apparatus similar to the one
shown in Fig. 2.6 to become acquainted with electronics used in High Energy Physics. The
software development in this thesis incorporated the Aluminum support structure into O2

simulations and includes a basic example of ROOT analysis capabilities. Using the O2 com-
puting framework, students can run analysis tasks to determine the detector performance,
acceptance, and background contributions. Specific examples of projects that will contribute
to make all of ALICE Run 3 physics possible include

• digitizing the hits and analyzing the output to determine trigger efficiency, timing
resolution for FT0-A

• investigating secondary particles generated in the FT0-A detector geometry that con-
tribute background noise to other detectors

• completing the FT0-C support structure description and carrying out the same char-
acterization tasks as for FT0-A

• implementing the geometric description of the additional material for cabling and elec-
tronics, then repeating the characterization tasks

Projects such as these are ideal for senior theses, as they are accessible and allow students
to experience both the hardware and software elements of detector development in one of
the most complex and cutting-edge experiments at the world’s largest accelerator.
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G. Greeniaus, W. Greiner, V. Grichine, A. Grossheim, S. Guatelli, P. Gumplinger,
R. Hamatsu, K. Hashimoto, H. Hasui, A. Heikkinen, A. Howard, V. Ivanchenko,
A. Johnson, F.W. Jones, J. Kallenbach, N. Kanaya, M. Kawabata, Y. Kawabata,
M. Kawaguti, S. Kelner, P. Kent, A. Kimura, T. Kodama, R. Kokoulin, M. Kossov,
H. Kurashige, E. Lamanna, T. Lampén, V. Lara, V. Lefebure, F. Lei, M. Liendl,
W. Lockman, F. Longo, S. Magni, M. Maire, E. Medernach, K. Minamimoto, P. [Mora
de Freitas], Y. Morita, K. Murakami, M. Nagamatu, R. Nartallo, P. Nieminen,
T. Nishimura, K. Ohtsubo, M. Okamura, S. O’Neale, Y. Oohata, K. Paech, J. Perl,
A. Pfeiffer, M.G. Pia, F. Ranjard, A. Rybin, S. Sadilov, E. [Di Salvo], G. Santin,
T. Sasaki, N. Savvas, Y. Sawada, S. Scherer, S. Sei, V. Sirotenko, D. Smith, N. Starkov,
H. Stoecker, J. Sulkimo, M. Takahata, S. Tanaka, E. Tcherniaev, E. [Safai Tehrani],
M. Tropeano, P. Truscott, H. Uno, L. Urban, P. Urban, M. Verderi, A. Walkden,
W. Wander, H. Weber, J.P. Wellisch, T. Wenaus, D.C. Williams, D. Wright, T. Yamada,
H. Yoshida, and D. Zschiesche. Geant4—a simulation toolkit. Nuclear Instruments and
Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and As-
sociated Equipment, 506(3):250 – 303, 2003.

[16] Root: a Data Analysis Framework, 2014-18 (accessed January 15, 2020).

[17] Meir Hemmo and Orly Shenker. Maxwell’s Demon. Oxford University Press, March
2016.

[18] ROOT: Detectors, 2014-18 (accessed January 15, 2020).

22


	Introduction
	Quantum Chromodynamics
	CERN Large Hadron Collider
	A Large Ion Collider Experiment
	ALICE Fast Interaction Trigger
	Online-Offline Computing System

	The FIT T0+ (FT0) Detector
	FT0 Hardware
	Micro-Channel Plate Photomultiplier Tubes
	High-Voltage Power Electronics for MCP-PMTs

	MCP-PMT Testing at CERN

	O2 Simulations of FT0-A
	Monte Carlo Event Simulations and Detector Geometry
	Event Generation
	Particle Transport
	Digitization and Reconstruction

	FT0-A Aluminum Support Structure O2 Implementation
	Results and Discussion

	Summary and Conclusion
	Outlook and Future Work


